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Abstract

Sequential decision-making (SDM) methods aim to help agents compute an action policy toward achieving long-term goals under uncertainty. Existing research has shown that contextual knowledge in declarative forms can be used for improving the performance of SDM methods. However, the contextual knowledge from people tends to be incomplete and sometimes inaccurate, which greatly limits the applicability of knowledge-based SDM methods. In this thesis, we develop an algorithm called perceptual reasoning and interactive learning (PERIL) for knowledge-based SDM under partial observability. PERIL learns from interaction experience to reason about contextual knowledge, and has been applied to urban driving scenarios. We have extensively evaluated PERIL using CARLA, a widely used autonomous driving simulator. Results demonstrate PERIL’s superiority in comparison to competitive baselines from the literature.
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1 Introduction

Intelligent agents are increasingly present in our everyday life, including those embodied agents (robots) that interact with the real world. The robots need to estimate current world state while determining what to do based on the current state estimation, resulting in problems of sequential decision making (SDM) under partial observability [1]. Existing research has demonstrated that agents’ SDM capability can be improved by reasoning with contextual knowledge to estimate the current world state [2, 3, 4]. However, the contextual knowledge provided by domain experts can hardly be comprehensive, and sometimes includes inaccurate information. Motivated by the observation that the agents need significant efforts to recover from inaccurate knowledge in SDM tasks [4], we aim to develop an approach to help the SDM agents learn to reason about contextual knowledge.

Consider an urban driving scenario, where an autonomous vehicle needs to change lanes, say to merge left. On the one hand, the agent needs to perceive the environment, e.g., using Lidar range sensors, to detect if there is enough room in the desired lane. The perception output, together with other contextual information (say weather and traffic), is then processed in a reasoning system to estimate the world state, including the intentions of other drivers. We use perceptual reasoning to refer to
Figure 1.1: An overview of PERIL. The perceptual reasoner component consists of a classifier for passive perception and a knowledge base of rules and weights for automated reasoning. It receives streaming data of feature vectors and facts from the environment. Based on the perception state estimation of the classifier and observed facts, the perceptual reasoner uses the knowledge base to infer an informative prior to compute the initial belief for the interaction. In the interaction, a policy suggests the best action for information collection based on the belief at each time step. Finally, the loop is closed by providing feedback containing labels and ground truth to the perceptual reasoner, training the classifier and learning the new weights of rules.

The passive perception and reasoning about the current world state. On the other hand, the agent can plan actions to actively facilitate lane changing, such as using turn signals to request space, and slowing down to find room for the lane change.

The data collected from the interaction experience with other vehicles can be used for learning purposes. We use interactive learning to refer to the active behavior generation and learning process. The “perceptual reasoning” and “interactive learning” components are the two building blocks of this work. We use urban driving scenarios for demonstration and evaluation purposes in this thesis.

In this thesis, we develop a knowledge-based SDM algorithm, called perceptual reasoning and interactive learning (PERIL), as shown in Figure 1.1. We use a perceptual reasoner that consists of a deep supervised learning classifier and a knowledge base of logic rules associated with weights. The perceptual reasoner takes as input
streaming data from on-board sensors and observable facts, such as current time and weather. The contextual information is processed together to compute a distribution representing the current world state estimation. The distribution is then provided to the interaction component as an informative prior to guide its action selections toward achieving long-term goals. PERIL learns from both contextual knowledge, e.g., people are less cooperative in rush hours, and data gathered at runtime to close the perceive-reason-act loop, which identifies the main contribution of this thesis. Our approach has been extensively evaluated in urban driving scenarios in simulation using CARLA, a widely used autonomous driving simulation platform [5]. In comparison to competitive baselines [4, 6], we found PERIL improves the agents’ overall performance by increasing cumulative rewards and reducing interaction costs.
2 Related Work

This thesis is about incorporating perceptual reasoning and interactive learning into a sequential decision making framework for autonomous driving behaviors. We discuss research topics that are relevant to this work.

Researchers have developed methods that incorporate human knowledge in declarative forms into planning under uncertainty frameworks [7, 2, 8, 3, 4]. There are other works that studied how human knowledge can be used to improve the performance of reinforcement learning (RL) agents [9, 10, 11, 12, 13, 14, 15]. A survey paper summarized research on knowledge-based sequential decision making [16]. Those methods use a knowledge base that cannot be updated as the agent becomes more experienced. In comparison, PERIL learns to reason about contextual knowledge, producing agent behaviors that are robust to imperfect knowledge.

Robots, including autonomous vehicles, that operate in the real world require the simultaneous capabilities of perception for estimating the current world state, and planning to achieve long-term goals [17, 18]. It is a common practice that the perception component outputs the current world state in a symbolic form to the planning component [19, 20, 21]. There is recent research from the literature that tightly integrates the perception and planning components [22, 23, 24]. There is
the survey paper on interactive perception that summarized relevant research [25]. They used machine learning techniques, e.g., a deep neural network, to estimate the current world state. What is passed to the planning component includes not only the current state in symbolic forms, but also the (un)reliability information. Also, a recent research developed an approximate algorithm to help the agent choose a subset of exogenous state variables to reason about when planning and planning in such a reduced state space can often be significantly more efficient than planning in the full model [26]. PERIL shares the same spirit with the above-mentioned methods by learning complex representations for estimating the current world state. Beyond that, PERIL leverages contextual knowledge from domain experts to refine the output from neural networks (CNNs in our case) before passing it along to the planning component.

Similar to the other types of autonomous robots, autonomous vehicles need to plan their behaviors under partial observability [27]. More specifically, the on-board sensors cannot provide a global view of the environment, and the vehicles need to estimate the current world state based on the streaming data collected over time. POMDPs are well suitable for planning behaviors under partial observability [1], and have been used in planning for autonomous vehicles [6, 28, 29, 30]. For instance, Wray et al. used POMDPs to reason at the times when the perception data is limited, but their approach does not leverage any contextual knowledge for reasoning.

In line with those methods, we use POMDPs for planning autonomous driving behaviors. Researchers also leveraged declarative knowledge for visual reasoning about perceptual data in autonomous driving (e.g., reasoning about pedestrians not being
detected temporarily by the sensors) [29], but their system can not learn to improve the reasoning. Within the context of autonomous driving, the uniqueness of this work comes from PERIL’s perceptual reasoning component that learns to reason about contextual knowledge for state estimation.

Work closest to this research is an algorithm called LCORPP [4] that learns from data and reasons about human knowledge to estimate the world state. LCORPP was an extension of CORPP [2] that combined logical-probabilistic reasoning and probabilistic planning. Sharing the same spirit with CORPP, there were other works that proposed to use knowledge to guide planning under uncertainty including connecting logical reasoning and probabilistic planning [31] and using action knowledge to guide probabilistic planning [32]. LCORPP used LSTM [33] for sequence classification, and P-log [34] for representing and reasoning about contextual knowledge. Other than a different application domain, the main difference from that work is that PERIL is able to learn from the interaction experience to improve its reasoning capability, using Markov logic networks [35, 36]. To the best of our knowledge, PERIL is the first work that learns to use human knowledge within a sequential decision making framework.
3 Background

In this chapter, we summarize three key techniques used in this thesis: convolutional neural networks, Markov logic networks, and partially observable Markov decision processes.

3.1 Convolutional Neural Networks (CNNs)

A CNN is comprised of convolutional layers followed by fully connected layers as in a standard multilayer neural network [37]. The basic building blocks of CNN consist of convolutional, pooling, activation, and fully-connected layers. In a convolutional layer, a filter is passed over the image, viewing a few pixels at a time. The convolution operation is a dot product of the original pixel values with weights defined in the filter. Pooling layers are used for downsampling, and fully-connected layers output a list of probabilities for different possible labels. The activation layers introduce non-linearity. The architecture of a CNN is designed to take advantage of the 2D structure of an input image (or other 2D input such as a speech signal). We use CNNs for the perception of road conditions in this thesis.
3.2 Markov Logic Networks (MLNs)

Markov networks are undirected cyclic probabilistic graphical models where each edge has a potential function [35, 36]. MLNs are a template for building Markov networks.

They are first-order knowledge bases with a weight attached to each rule. A first-order logic knowledge base is a set of hard constraints on the set of possible worlds: if a world violates even one formula, it has zero probability. The basic idea in MLNs is to soften these constraints: *When a world violates one formula in the knowledge base it is less probable, but not impossible.* Each formula has an associated weight that reflects how strong a constraint it is.

An MLN program is a set of pairs \((F_i, w_i)\), where \(F_i\) is a formula in first-order logic and \(w_i\) is a real number that specifies the weight of the formula. Learning in MLNs can be done using the following equation:

\[
\frac{\partial \log P_w(X = x)}{\partial w_i} = n_i(x) - \sum_{x'} P_w(X = x')n_i(x')
\]

where the sum is over all possible databases \(x'\), and \(P_w(X = x')\) is \(P(X = x')\) computed using current weight vector \(w = (w_1, ..., w_i, ...)\) and \(n_i(x)\) is the true groundings in data \(x\). In this thesis, we use MLNs to enable an SDM agent to not only reason with human knowledge, but also learn to improve its reasoning capability from experience.
3.3 Partially Observable MDPs (POMDPs)

SDM can be achieved via Markov decision process (MDP) methods. When the environment is not fully observable, we can use POMDPs that generalize MDPs by assuming partial observability of the current state [1]. A POMDP is a tuple $\langle S, A, T, R, Z, O, \gamma \rangle$ where $S$ is the state space, $A$ is the action set, $T$ is the state-transition function, $R$ is the reward function, $O$ is the observation function, $Z$ is the observation set, and $\gamma$ is a discount factor that determines the planning horizon.

An agent maintains a belief state distribution $b$ with observations ($z \in Z$) using the Bayes update rule:

$$
    b'(s') = \frac{O(s', a, z) \sum_{s \in S} T(s, a, s') b(s)}{Pr(z|a, b)}
$$

where $s$ is the state, $a$ is the action, $Pr(z|a, b)$ is a normalizer, and $z$ is an observation. Solving a POMDP produces a policy that maps the current belief state distribution to an action toward maximizing long-term utilities.

In this chapter, we describe the key models and techniques that are used in our framework. Next, we present our problem statement, including the variables that we use for world modeling in the PERIL algorithm and system.
4 Problem Statement

In this chapter, we present the problem for the PERIL (perceptual reasoning and interactive learning) agent. We first define the problem domain by the tuple below:

\[ \langle \Theta, E, F, H, Q, V, A, T, Z, O \rangle \]

The agent is provided with contextual knowledge \( \Theta \), a finite set of first-order logical statements (rules). \( \Theta \) is about a finite set of variables \( V^R = F \cup E \cup H \cup Q \) as shown in Figure 4.1, where \( F, E, H, \) and \( Q \) are sets of fact, evidence, hidden, and query variables respectively. \( V \) is the set of unobservable variables for interaction, their values are initialized based on a uniform distribution. Interaction variables \( V^I \) consists of query and unobservable variables (\( V^I = Q \cup V \)). The agent is provided with a finite set of actions \( A \) that the agent can perform. \( T \) is a transition function: \( T(s, a, s') = Pr(s'|s, a) \), where \( s, s' \in S \) is the factored space specified by \( V^I \). \( Z \) is an observation set, and \( O \) is an observation function: \( O(s, a, z) = Pr(z|s, a) \).

Figure 4.1 depicts the two sets of variables \( V^R \) and \( V^I \) for reasoning and interaction respectively, and their overlap on \( Q \). Variable sets \( E, F, H, \) and \( Q \) are mutually exclusive. Logical reasoning with \( \Theta \) produces the combinatorial possible settings of \( V^R \) that are consistent to the logical statements. The query variables are shared by
both interaction and reasoning variables ($Q = V^R \cap V^I$, and $Q \neq \emptyset$). The agent cannot directly observe the variables of $H \cup Q \cup V$. Values of variables $F$ can be directly collected from the world. Variables $E$ are estimated via streaming data $\lambda$.

4.1 Assumptions

We make assumptions here to categorize the variables and help the readers understand their relationships.

- Variables that are not observable:
  - variables $H$ are latent in the reasoning
  - variables $V$ are latent in the interaction

- Variables that are directly observable:
- fact variables $F$ are directly observable from the environment for reasoning

- Variables that can be estimated or inferred
  - variables $E$ can be estimated from streaming data $\lambda$ with supervised learning model during perceptual reasoning
  - variables $Q$ can be inferred from $E$, $F$ and $H$ with relational learning model in reasoning

- Input and output of the reasoning:
  - the input to the reasoning are streaming data $\lambda$, fact variables $F$, hidden variables $H$
  - the output of the reasoning are query variables $Q$

- Input and output of the interaction:
  - the input to the interaction are query variables $Q$, latent variables $V$
  - the output of the interaction are actions $A$
  - the belief of state space $V^I (Q \cup V)$ is updated based on the observation $Z$ after the action of $A$ is taken

In episode $i$ and at execution time $t$, the agent receives $z_t \in Z$, and sensory readings $\lambda_t$, where $\lambda^i_t$ is a perception of $E_i$. After each episode $i$ (i.e., when a terminal state is reached), values of $V^R \cup V^I$ are provided by human for training purposes. The task is specified by a reward function $R(s,a) \to \mathbb{R}$. The objective is to compute a policy $\pi$ for the robot to choose actions at each time step toward maximizing its
expected future discounted reward, $E \left[ \sum_{t=0}^{\infty} \gamma^t r_t \right]$, where $\gamma$ is a discount factor, and $r_t$ is the reward received at time $t$. Given the stated domain and variables, PERIL is able to solve it as learning through the perceptual reasoning and interaction with the environment.

Next, we introduce our PERIL algorithm in Chapter 5 (the main contribution of this thesis), followed by a detailed instantiation in Chapter 6, including how the above-mentioned variables are implemented in a real-world problem.
5 Algorithm

In this chapter, we present PERIL, a novel algorithm that addresses problems where the agent needs to learn to reason about contextual knowledge for sequential decision-making. A PERIL agent perceives the environments using supervised learning, reasons over domain variables using contextual knowledge, and generates interaction behaviors using a decision-theoretic planning approach. PERIL’s reasoning capability is enhanced via relational learning as the agent is more experienced over time.

Algorithm 1 describes PERIL, the key contribution of this research. The input includes a domain description, a problem description specified by reward function $R$, and parameter $N$ for batch-based learning. Implementing PERIL systems requires software tools for relational learning ($Lrn^R$) and supervised learning ($Lrn^S$), as well as MLN and POMDP systems ($Sol^R$ and $Sol^P$). Lines 1-2 are for initialization, where Φ and Ψ are for storing data for supervised learning and relational learning respectively.

There are three loops in PERIL. Each iteration of the outer while loop (Lines 4-21) corresponds to one batch where supervised learning and relational learning are activated once (Lines 19-20). The nested for-loop (Lines 5-18) includes $N$ iterations
– each corresponding to a sequence of perceptual reasoning (Lines 5-9), interaction (Lines 10-14), and data augmentation (Lines 15-17). In perceptual reasoning, the agent infers the query variables $Q$, using the logical weighted rules $(\Theta, W)$, and the direct observations ($f$) or the estimated observations ($e$) from the world (Lines 6-8). Using the union of inferred $Q$ and $V$, PERIL builds the initial prior belief $b$ (Line 9), where the posterior is calculated in the inner interaction while-loop (Lines 10-14). Once the interaction loop is done, two datasets are augmented with the newly collected data instances. The inner while loop (Lines 10-14) corresponds to one episode, where the agent takes one action $a$, makes an observation $z$, and updates belief $b$. The actions in this loop are suggested by policy $\pi$ calculated by $Sol^P$. PERIL is a lifelong learning algorithm for SDM, and does not have a termination condition.

PERIL enables an agent to learn from interaction experience to improve its capabilities of reasoning with contextual knowledge from people, and planning under uncertainty. To the best of our knowledge, no existing algorithm supports this “learning to reason and plan” capability. Next, we describe a full instantiation of PERIL, as applied to an urban driving domain.
Algorithm 1 PERIL

Ensure: Domain \((\Theta, E, F, H, Q, V, A, T, Z, O)\), problem \(R\), and parameter \(N\)

Require: MLN system \(\text{Sol}^R\), POMDP system \(\text{Sol}^P\), relational learning system \(\text{Lrn}^R\), and supervised learning system \(\text{Lrn}^S\)

1: Initialize dataset \(\Phi \leftarrow \emptyset\); dataset \(\Psi \leftarrow \emptyset\); \(\pi \leftarrow \text{random}\); classifier \(C \leftarrow \text{random}\)
2: Initialize weights \(W, w \leftarrow 1.0\), each \(w\) corresponds to \(\theta \in \Theta\)
3: Compute \(\pi\) using \(\text{Sol}^P\) for POMDP: \((Q \cup V, A, T, Z, O, R)\)
4: while true do \{No termination condition – lifelong learning\}
5: for \(i \in [0, N - 1]\) do
6: Receive \(\lambda\), and \(f\) from the world, where \(f\) is a vector of \(F\)
7: \(e \leftarrow C(\lambda)\); \(e\) is a vector and includes the values of \(E\)
8: \(Pr(Q) \leftarrow \text{Sol}^R(\Theta, W, f, e)\)
9: Compute distribution \(b\) over state set \(S = Q \cup V\) using \(Pr(Q)\) and uniform distributions over variables \(V\)
10: while \(s\) is not a terminal state do
11: Select action \(a \leftarrow \pi(b)\) and execute \(a\)
12: Make an observation \(z\)
13: Update \(b\) based on \(a\) and \(z\)
14: end while
15: Collect ground truth values \(v^R = \{\hat{e}, \hat{f}, \hat{h}, \hat{q}\}\)
16: Augment dataset: \(\Phi \leftarrow \Phi \cup \{\lambda : \hat{e}\}\)
17: Augment dataset: \(\Psi \leftarrow \Psi \cup \{v^R\}\)
18: end for
19: \(C \leftarrow \text{Lrn}^S(\Phi)\) \{Supervised learning\}
20: \(W \leftarrow \text{Lrn}^R(\Theta, \Psi, W)\) \{Relational learning\}
21: end while
6 Instantiation

We use CARLA (Car Learning to Act), an open-source simulation platform developed for autonomous driving research [5]. A CARLA environment consists of 3D models of vehicles, traffic signs, buildings, and pedestrians. It supports training, prototyping, and validation of autonomous driving models, including both perception and control. Figure 6.1 shows a scenario where our vehicle is in a lane merging process. Next, we provide technical details of each component of our PERIL framework.

Figure 6.1: Two situations of an urban driving scenario in CARLA simulation where an ego vehicle is merging left. (a) The vehicle on the left is cooperative and yields the right of way. (b) The vehicle on the left is not cooperative

6.1 CNNs for Perception:

$C$ is our classifier that takes as input raw sensory data (3D Lidar sensory readings in our case), and outputs the road condition. We use CNN to build classifier $C$, and to process streaming data $\lambda$ from Lidar sensors. Figure 6.2 shows how $C$ is constructed in our instantiation. The 3D sensory readings are first projected to 2D space. Then
Figure 6.2: An overview of the perception component where the vehicle receives raw data from the Lidar sensor. The sensory readings are projected to 2D space, and converged into an image. Finally, a CNN outputs if the desired lane is sensed crowded.

the road area is cropped out to generate a 2D image, which is fed into CNNs for classification. The output of classifier $C$ is saved in variable $CarsDetected$ (true or false). In our domain, $E$ includes only one element: $E = \{CarsDetected\}$.

6.2 MLNs for Logical Probabilistic Reasoning:

MLN is the core of our perceptual reasoning component as it is the part that can learn to reason with contextual knowledge. Specifically, we use the Alchemy package for statistical relational learning and probabilistic logic inference, based on the Markov logic representation. Our MLN-based reasoner includes five variables: $Weather$, $Time$, $Crowded$, $CarsDetected$, and $Cooperative$. Among them, $Weather$ and $Time$ are fact variables: $F = \{Weather, Time\}$. The weather can be Sunny or Rainy, and the time is either Busy or Normal, which is used for reasoning about traffic condition. $Crowded$ and $Cooperative$ are query variables: $Q = \{Crowded, Cooperative\}$. $H = \emptyset$. There is one evidence variable $E = \{CarsDetected\}$. Other drivers’ behaviors are simplified to a binary variable of $Cooperative$ with a domain of true or false.

An MLN program includes a set of first-order logical statements, where each is associated with a weight. We use MLN to build our logical probabilistic reasoner $Sol^R$
and relational learning system $Lrn^R$. First-order logic rules $Θ$ form the declarative
domain knowledge base.

We have three rules in our knowledge base of MLN as indicated below:

- $\text{Time}(+t,s) \rightarrow \text{Crowded}(+c,s)$
- $\text{Crowded}(+c,s) \rightarrow \text{CarsDetected}(+d,s)$
- $\text{Weather}(+w,s) \land \text{Crowded}(+c,s) \rightarrow \text{*Cooperative}(s)$

### 6.2.1 MLN Syntax

We briefly introduce the MLN syntax here so as to better explain our knowledge base. The syntax for logical connectives in MLN is as follows: “!” for “not”, “∧” for “and”, “∨” for “or” and “→” for “implies”. The “+” operator makes it possible to learn the weight for the each value of the variable. When a variable in a formula is preceded by “+”, a separate weight is learned for each formula obtained by grounding that variable to one of its values. If multiple variables are preceded by “+”, a weight is learned for each combination of their values. For example, for the first rule, separate weights are learned for the following combinations:

- $\text{Time}(\text{Busy},s) \rightarrow \text{Crowded}(\text{True},s)$
- $\text{Time}(\text{Normal},s) \rightarrow \text{Crowded}(\text{True},s)$
- $\text{Time}(\text{Busy},s) \rightarrow \text{Crowded}(\text{False},s)$
- $\text{Time}(\text{Normal},s) \rightarrow \text{Crowded}(\text{False},s)$
When predicates in a formula are preceded by “*” as shown in the third rule (*Cooperative(s)), the MLN considers all possible ways in which * can be replaced by !. For example, for the third rule the separate weights for the combinations would be like:

- \( \text{Weather}(+w,s) \land \text{Crowded}(+c,s) \rightarrow \text{Cooperative}(s) \)
- \( \text{Weather}(+w,s) \land \text{Crowded}(+c,s) \rightarrow !\text{Cooperative}(s) \)

### 6.2.2 Rules of Knowledge Base

Now we explain what each rule means and their logics. The first rule

\[ \text{Time}(+t,s) \rightarrow \text{Crowded}(+c,s) \]

indicates that the time implies the crowdedness of the road. If it is at busy time, it is likely the road is crowded. If it is at normal time, it is more likely that the road is not crowded. The second rule

\[ \text{Crowded}(+c,s) \rightarrow \text{CarsDetected}(+d,s) \]

states that, when the road is crowded, it is more likely that the ego vehicle can detect surrounding cars. The third rule

\[ \text{Weather}(+w,s) \land \text{Crowded}(+c,s) \rightarrow *\text{Cooperative}(s) \]
states that the weather condition and the road crowdedness affects the surrounding vehicles (drivers) being cooperative or not. All rules $\Theta$ are associated with weights. During weight (relational) learning, each rule is converted to conjunctive normal form, and a weight is learned for each of its clauses. It should be noted that those are “commonsense” rules that are normally correct but not always. MLNs are well suited for learning to reason with those rules. We then use the input of $H,E$ and $F$ to infer the value of Query variables $Q$ from MLN.

6.3 POMDPs for Planning under Uncertainty

We use POMDPs to construct a probabilistic planner for active information gathering, and goal achievement. $S : Q \times V \cup \{term\}$ is the state space, where $term$ is a terminal state that identifies the end of an episode. $V = \{RoomAvailable\}$. $RoomAvailable = true$ means that there is room available in the desired lane for the ego vehicle’s lane merging behavior. $Q = \{Crowded, Cooperative\}$ which are the query variables of reasoning as the output of MLN in the previous section. $Crowded = true$ and $Cooperative = true$ means that the road is crowded and the driver on the left side is cooperative. We consider three behaviors in our action space: $A = \{signal, move, merge\}$, where we assume the vehicle can only merge to one side of the road (say left). signal means that the vehicle uses turn signal to indicate its intention to merge. move means that the vehicle adjusts its position to get prepared for lane changing, which is also useful for communicating its intention to the other drivers. Intuitively, after the vehicle is confident that there is room in the desired lane, and the other drivers are cooperative, the vehicle should take the merge action.
We use transition function $T(s, a, s') = Pr(s'|s, a)$ to model how action $a$ leads the transition from $s$ to $s'$. Actions except for merge have different costs (a small negative value). Action merge causes either a big reward or a big penalty (a big negative value), depending on the road condition (values of Cooperative, and RoomAvailable). For instance, if $Cooperative = false$ or $RoomAvailable = false$, action merge will result in a big penalty. Action costs, success reward, and failure penalty are modeled in reward function $R(s, a)$.

The observation set is $Z : \{true, false, na\}$. We use the observation function $O(s, a, z) = Pr(z|s, a)$ to describe the perception model of the vehicle. For instance, when $Cooperative = true$, there is 0.7 probability that the vehicle observe true (the other drivers are cooperative).
7 Experiments

We have conducted experiments using the CARLA simulator to evaluate the key hypothesis that learning to reason about domain knowledge improves the agent’s performance within the sequential decision-making context. We have compared PERIL with the following baselines.

- **LCORPP** is a baseline method that uses supervised learning for perception, and automated reasoning to guide a probabilistic planner [4]. LCORPP’s knowledge base is hardcoded, so it cannot learn to reason about knowledge.

- **PERIL w/o POMDP** is the same as PERIL except that the action policy is manually crafted: the vehicle takes up to two *signal* actions (depending on the confidence on state estimation), then a *move* action, and *merge*.

- **POMDP-LC** is a classic POMDP-based approach for planning lane changing behaviors [6], which includes neither supervised learning nor relational learning.

7.1 Experiment Setup:

In each trial, we first spawn our ego vehicle, which is tasked to merge to the left lane. We set the range of Lidar sensor to 20m. We sequentially spawn $M$ vehicles on the left lane ($0 \leq M \leq 8$ in our case) within an area of radius $= 20m$ around the ego
vehicle. If a vehicle has any contact with an existing one, then this vehicle is moved and re-spawned.

We annotated the Lidar sensory data: if there exist two vehicles in the left lane that are at most 10\,m away from each other, then a Lidar instance is labeled \textit{true}, i.e., $\text{CarsDetected} = \text{true}$. Otherwise, the label is \textit{false}. Fact variables \textit{Time} and \textit{Weather} were sampled uniformly. \textit{Crowded} and \textit{Cooperative} were sampled using the Markov network of our MLN program. For instance, if $\text{Time} = \text{normal}$, then there is probability 0.7 that $\text{Crowded} = \text{true}$.

We have added perception noise into the observation model. For instance, the vehicle’s observation is correct in 0.7 probability. The costs of \textit{signal} and \textit{move} actions are 10s and 15s respectively. Successful and unsuccessful trials receive 100 and $-100$ reward respectively.

We used Alchemy for MLN-based relational learning and logical probabilistic reasoning.\footnote{https://alchemy.cs.washington.edu/} POMDPs were solved using an off-the-shelf solver [38]. We used PyTorch [39] for training the CNNs.

### 7.2 Experimental Results

Every data point in our figures is an average of 4,000 trials, evenly distributed into 5 runs. We evaluated the mean values of the 5 runs for each data point, and used the 5 mean values to generate the standard errors.

Figure 7.1 shows the results of comparing PERIL with three baseline methods. We see that PERIL achieved the highest cumulative reward on average, and required the
Figure 7.1: PERIL performed better than the baselines in both overall reward, and interaction cost.

lowest interaction cost on average. The LCORPP baseline produced the second best performance in both reward and cost, which indicates the usefulness of perceptual reasoning. PERIL uses MLN to learn to reason about contextual knowledge, which contributes to the best performance among the four methods. All methods produced an average success rate between 0.87 to 0.89, where we did not observe statistically significant difference among the methods. A successful merge is when the ego vehicle merges left in the presence of enough room and vehicle cooperation. An unsuccessful merge in our setup functions like a risky situation in practice, and does not indicate a collision, because autonomous vehicles (or human drivers) have collision-avoidance mechanisms, which are not considered in our experiments. Results here support our key hypothesis that PERIL outperforms baseline methods with higher rewards and lower costs.
Table 7.1: The performances of PERIL and baselines in reward and cost for vehicles of different observation reliability levels. Bold font indicates the max (or min) value of a “Reward” (or “Cost”) column, and the numbers in italic font indicate statistically significant improvement over the other methods.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>POMDP Observation with different reliabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>Reward</td>
</tr>
<tr>
<td>PERIL</td>
<td>46.5 (0.5)</td>
</tr>
<tr>
<td>LCORPP</td>
<td>43.5 (1.0)</td>
</tr>
<tr>
<td>PERIL w/o POMDP</td>
<td>20.9 (0.9)</td>
</tr>
<tr>
<td>POMDP-LC</td>
<td>40.2 (0.8)</td>
</tr>
</tbody>
</table>

Table 7.1 shows the performances of PERIL and baselines under different perception capabilities e.g., $reliability = 0.5$ indicates that the observation is random. In reality, the $reliability$ of observation of the ego vehicle should be much higher than a random, so we demonstrate the results starting from $reliability = 0.7$. The results suggest that PERIL outperformed the baselines as long as the vehicle’s perception capability is reasonably good ($\geq 0.7$).

### 7.3 Ablation Study

We did an ablation study to evaluate the importance of the two learning components in PERIL (supervised learning and relational learning). The results are shown in Figure 7.2. Our first observation is that PERIL performed better than its two ablations in both overall reward, and interaction cost, except for the very early learning phase. Another observation is that relational learning plays an important role in the PERIL system. When relational learning was disabled, there was significant increase in interaction cost, in comparison to the ablation with supervised learning removed. This is potentially because the MLN-based reasoner can learn to “compensate” for the missing perception component.
7.4 Illustrative Example

Figure 7.3 shows an example trial. The vehicle first collected a “fact” that it was a rainy day at a busy time. The vehicle received streaming data, and the CNN classifier outputs that $CarsDetected = true$, meaning that the left lane is occupied by at least one vehicle. Reasoning with contextual knowledge about weather and time, our vehicle believed that it was likely the road was crowded and the other drivers were less cooperative. The ego vehicle then used our MLN-based reasoner to perform probabilistic inference, and found that $Pr(Crowded = true) = 0.995$, and $Pr(Cooperative = false) = 0.970$. Those probabilities were used to initialize the POMDP belief $b$. With the initial belief of the current state and sequential observations, the ego vehicle repeatedly selected actions as shown in Figure 7.4. After two signal and two move actions, the ego vehicle successfully completed a merging
lane task. 

Figure 7.3: An illustrative example of PERIL.

A demo video is uploaded as part of this submission.
The agent vehicle intends to merge left. It turns on the left signal. The vehicle on the left is not cooperative at first. The agent vehicle keeps left blinking. The vehicle on the left became cooperative, and the agent vehicle started to move left. The agent vehicle kept moving left and found room in the left lane. The agent vehicle successfully merged left.

Figure 7.4: The ego vehicle took a sequence of actions in the interaction process to successfully merge left. (a) The ego vehicle intended to merge left. It turned on the left signal. (b) The surrounding vehicle on the left was not cooperative at first. The ego vehicle kept left blinking. (c) The surrounding vehicle on the left became cooperative, and the ego vehicle started to move left. (d) The ego vehicle kept moving left and found room in the left lane. (e) The ego vehicle successfully merged left.
8 Conclusions and Future Work

In this thesis, we develop an algorithm called PERIL that learns to reason with contextual knowledge for sequential decision making. PERIL uses convolutional neural networks for perception, Markov logic networks for reasoning, and partially observable Markov decision processes for planning under uncertainty. We have extensively evaluated PERIL in urban driving scenarios. Results suggest that PERIL outperformed competitive baselines, as well as its own ablations, in both overall reward and interaction cost.

Currently, the vehicle learns to perceive the environment (road condition) from data, and learns to improve its reasoning capability using MLN. One direction of future work is to replace the POMDP-based planner with a reinforcement learning component. By doing that, the vehicle will be able to learn to select actions from its task-completion experience. Another direction is to actively acquire knowledge from people to avoid hand-coding rules for MLNs.
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